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Data Centers Footprint

C In typical datacenters, the Ten year Cost of Ownership (TCO) is a
factor of two major components. The costs related to purchasing and
maintaining equipment of the datacenter and the electricity costs for
operating the equipments.

C A20% of TCO is related to electricity costs!

10-yr TCO
per rack

’

l o =20%
$80,000 - Electricity
$150,000 ° | a

What are the oppartunitias
for reducing this?
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Power Consumption of Data Centers

U The power is divided in a in-series path and a in-parallel path. The power
enters the data center from the main utility (electric grid, generator), P,, or the
Renewable Energy Supply (RES) utility, P, and feeds the switchgear in series.

U Within the switchgear, transformers scale down the voltage. This voltage flows
in the UPS that is also fed by the EG in case of a utility failure.

Renewable IT Equipment Racks
Energy Supply Data Center - —eapmen e !

Main

Erisity: Subely in parallel power

path

Emergency
Energy Supply

L£1cend

TREND, Gent February 2012 3



Power Consumption of Data Centers

C Power is wasted in different stages of datacenter operation.
A typical breakdown of datacenter energy overheads is

U NCPI equipments are
responsible for
approximately the 70%
of energy consumption.
45% are due to cooling
infrastructure and 25%
for power delivery units

U 30% of total energy is
delivered to IT
equipments for critical
operations. (*System
refers to motherboards,
fans,e )
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Data Centers Footprint Energy Losses

C The losses and the power consumption (energy
efficiency too!) of a datacenter are not constant with
time but they vary according to.

Vinput load to datacenter

VEnvironmental parameters (outdoor
temperature, humidity, é )
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Data Centers Monitoring - Metrics

C We need to monitor in real time important data
and obtain conclusions regarding optimization
strategies to reduce energy consumption!

C The energy efficiency metrics are used to quantify the
performance of the datacenter and compare different
technologies.

Joule Watt Watt  Watt
bit Gbps user bitrate/Hz

Energy Efficiency ~ (spectral efficiency)

A spectral efficiency is usually used for modulation and

coding techniques
A Joule/bit are used for electronic equipments
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Energy Efficiency Metrics - PUE

C Power Usage Effectiveness (PUE) is the metric that characterize the
efficiency of the NCPI equipment. PUE is the inverse of Data Center
Infrastructure Efficiency (DCIE) metric.

Power to IT Cooling Load Factarormalisedto ITLoad.

DCIE = Power to D atacenter)doo losses associated to poweonsumed by
. — P_ t Dat t chillers,airconditioners pumps..
ower 1o atacenter
PUE = = == =CLF+PLF +1

DCIE - Power to IT x Power Load Factanormalisedto ITLoad.
B B losses associated to powdissipated by
switchgear, UP$DU
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Energy Efficiency Metrics - DCeP

C The overall energy efficiency of the datacenter is measured taking into
account the usefull work. PUE and DCIE describes energy efficiency of
NCPI equipment, neglecting usefull work.

C Data Center Productivity (DCeP) metric considers the useful
productivity of the datacenter

DCeP= Useful Work

Total Required Energy to produce the work

C Term 0 0 u sweofr ukdsciobes the number of tasks executed by the data
center

C When the useful work is described as a rate (transaction per second)
then the denominator is a Power value (P;,). On the other hand when
useful work is an absolute number of tasks then the denominator is an

Energy value (Epc) describing the required energy during the assessment
window that produced the number of tasks.
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Energy Efficiency Metrics - DCeP

C General FormulationA pcep= 25! Work _ 5

IN EDC
AP, or Ep represents the consumed power or energy respectively for the
completion of the tasks.
Am is the number of tasks initiated during the assessment window,
AV is a normalization factor that allows the tasks to be summed,
AU is a time based utility function for each task,
A is the elapsed time from initiation to completion of the task,
AT is the absolute time of completion of the task (assessment window),
AT=1 when task is completed during the assessment window or O
otherwise

The assessment window must be defined in such a way to allow the capture of
data c e n t vwamnatios over time (not too big not too small). The DCeP factor gives
an estimate of the performance of the data center and is not as accurate as DCIE
or PUE due to its relativity!!
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Energy Efficiency Metrics - Proxies

A more detailed description is given by The Green Grid Association where
different proxies have been established to quantify the different relative
types of performance is a datacenter.

Within the International Hellenic University we focus on the investigation
of the following proxies

Data Centre infrastructure Efficient (DCIE)A is used to observe the
efficiency of NCPI. We gain knowledge on UPS underutilization and effect
of cooling equipment.

Power to IT
Power_ to_Datacenter

DCIE = x100
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Energy Efficiency Metrics

Proxy#4A Bits per kWh
IS used to describe efficiency of telecommunication equipments. It is
targeted to outbound routers of the datacenter

k
ab
P OXY, 4 o :El—, Mbits / kWF

DC

k_is the number of outbound routers of the datacenter
b_is the total number of bits coming out of the i router during the assessment
window.

Use of ProxyA can measure the underutilization of routers or redundant
components in the system. This Proxy can identify and remove idle servers
without affecting outbound bit stream, provide server consolidation and identify
methods to increase bit rates without increasing the power consumption.
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Energy Efficiency Metrics

Proxy#5#6A Weighted CPU Utilization SPECint_rate and

SPECpower

These proxies are a more generic approach to describe useful work at
server level. They are related to CPU utilization of servers in the
datacenter or a subset.

T o >R
i=1 @ S C B alvlj : jobs/kWh
Proxy #5(nt_rate) , units- < >
< > Eoc ssj_ops/ kWh

#6(powe)

N_is the number of servers

U._is the average CPU utilization over T of server |

B, _is the rate benchmark Specint_rate 2000 or Specintrate 2006.

S,_is the SPECpower ssj_ops/sec at 100% server utilization of server i

CC,_is the nominal clock speed of the CPU of server i

CB__is the clock speed of the CPU, used to establish B, (the rate benchmark result
of server i) T_is the assessment window
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Monltorlng Energy EfflClency

Applica'ﬁo‘%n Layer

e Software for Mefric computation
* Webservices for integrating heterogeneous sensor

networks

e SNMP requests from IP devices

Communigation Layer

S . . e ., . . S g e 8 . o s B g g W 8 W 3

Wireless L Wired : Type of Data

Device Layer

L
>

‘s ZigBee A 3 e Useful work ;
(plugs) e IP :  (CPU, #bits,etc) :

o RF434MHz . devices ‘e Energy :
sensors e Ethernet consumption
(Clamps) e Env. parameters

: e -,.;_ =

e Servers :

 Routers o Cooling system

» Switches e UPS

+ Storage :

VDevice LayerA the type of devices that must be monitored. This layer is responsible for measuring the
critical parameters, important for the computation of the energy efficiency metrics
VCommunication layerA the type of communication needed to deliver the measured data from the device

layer

V Application LayerA the required software and middleware for data aggregation and manipulation to

compute the metrics.
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‘ Monitoring Energy Efficiency at International
Hellenic University

§ ] Data
Acquisition

IT Equipments
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Monitoring Energy Efficiency at IHU

C Total Datacenter Energy Consumption (Large Scale Measurement)

RF 434MHz clamp sensors that monitor energy
consumption from 1 phase or 3 phase electricity
installations and deliver data to a central agent pc
through a 434MHz communication link

28 |
e A . =
2.4GHz mesh network of plug sensors that e L
measure energy consumption from j Bt R
plugged devices and deliver data to a g2 W L3
central agent pc # g
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Monitoring Energy Efficiency at IHU

Input Power Unit Server Rack
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% Data Aggregator
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Monitoring Energy Efficiency at IHU

C Environmental parameters in Datacenters (temperature,

humidity)

2.4GHz mesh network of environmental
sensors that measure temperature and
humidity and deliver data to a central agent

pC

C Other parameters from IP enabled devices

Modern air-conditioning units and UPS systems, servers
and routers can be monitored through an IP connection.
This enable SNMP requests from the central agent in
order to collect all important parameters for the
computation of energy efficiency metrics

L£Tcend
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Router / Switch / Firewall

UPS

/

Red Hat

Monitoring Energy Efficiency at IHU

CPU Utilzation
Free MegaBytes of Memory
Interface Utilization

Input / Output

Errors

Discards

Battery Capacity
Battery Status

Time Remaining
Battery Replacement
Output Load

Output Status
Output Voltage
Output Frequency

Busy

Standby

Low Paper / Low Toner
No Paper / Paper Jam
Moving Off Line
Moving On Line
Unavailable

Processor
Memory

Disk Space
Logical Disk
Virtual Memory
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Monitoring Energy Efficiency at IHU

How to specify an object

C The object are specified using a tree form based on
the Management information base (MIB)

C MIBs describe the structure of the management data
of a device subsystem; they use a hierarchical
namespace containing object identifiers (OID). Each
OID identifies a variable that can be read or set via
SNMP. MIBs use the notation defined by ASN.1.
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Monitoring Energy Efficiency at IHU - PUE
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‘ Monitoring Energy Efficiency at IHU 1
Mbits/kWh

' | ' ' ' ' Time Window T=Smins
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Monitoring Energy Efficiency at IHU T Server
Utilization
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The Web Portal for online Analytics

C Within the Smart International Hellenic University project a web portal will
Include datacenter energy efficiency analytics
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