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Data Centers Footprint 

ÇIn typical datacenters, the Ten year Cost of Ownership (TCO) is a 

factor of two major components. The costs related to purchasing and 

maintaining equipment of the datacenter and the electricity costs for 

operating the equipments. 

 

ÇA 20% of TCO is related to electricity costs! 
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Power Consumption of Data Centers 

üThe power is divided in a in-series path and a in-parallel path. The power 

enters the data center from the main utility (electric grid, generator), PM or the 

Renewable Energy Supply (RES) utility, PG, and feeds the switchgear in series. 

 

üWithin the switchgear, transformers scale down the voltage. This voltage flows 

in the UPS that is also fed by the EG in case of a utility failure. 
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ÇPower is wasted in different stages of datacenter operation. 

A typical breakdown of datacenter energy overheads is 

üNCPI equipments are 

responsible for 

approximately the 70% 

of energy consumption. 

45% are due to cooling 

infrastructure and 25% 

for power delivery units 

 

ü30% of total energy is 

delivered to IT 

equipments for critical 

operations. (*System 

refers to motherboards, 

fans,é) 

Power Consumption of Data Centers 
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Data Centers Footprint Energy Losses 

ÇThe losses and the power consumption (energy 

efficiency too!) of a datacenter are not constant with 

time but they vary according to.  

 

VInput load to datacenter 

 

VEnvironmental parameters (outdoor 

temperature, humidity, é) 
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Data Centers Monitoring - Metrics 

ÇWe need to monitor in real time important data 

and obtain conclusions regarding optimization 

strategies to reduce energy consumption! 

ÇThe energy efficiency metrics are used to quantify the 

performance of the datacenter and compare different 

technologies. 

 

 

 

 

Ąspectral efficiency is usually used for modulation and 

coding techniques 

ĄJoule/bit are used for electronic equipments 
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Energy Efficiency Metrics - PUE 

ÇPower Usage Effectiveness (PUE) is the metric that characterize the 

efficiency of the NCPI equipment. PUE is the inverse of Data Center 

Infrastructure Efficiency (DCiE) metric. 
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Energy Efficiency Metrics - DCeP 

ÇThe overall energy efficiency of the datacenter is measured taking into 

account the usefull work. PUE and DCiE describes energy efficiency of 

NCPI equipment, neglecting usefull work. 

 

ÇData Center Productivity (DCeP) metric considers the useful 

productivity of the datacenter  

worktheproducetoEnergyquiredTotal

WorkUseful
DCeP

Re
=

ÇTerm ôôuseful workôô describes the number of tasks executed by the data 

center 

 

ÇWhen the useful work is described as a rate (transaction per second) 

then the denominator is a Power value (Pin). On the other hand when 

useful work is an absolute number of tasks then the denominator is an 

Energy value (EDC) describing the required energy during the assessment 

window that produced the number of tasks.  
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Energy Efficiency Metrics - DCeP 
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ÁPIN or EDC represents the consumed power or energy respectively for the 

completion of the tasks.  

Ám is the number of tasks initiated during the assessment window,  

ÁVi is a normalization factor that allows the tasks to be summed,  

ÁUi is a time based utility function for each task,  

Át is the elapsed time from initiation to completion of the task,  

ÁT is the absolute time of completion of the task (assessment window),  

ÁTi=1 when task is completed during the assessment window or 0 

otherwise 

ÇGeneral FormulationĄ 

The assessment window must be defined in such a way to allow the capture of 

data centerôs variation over time (not too big not too small). The DCeP factor gives 

an estimate of the performance of the data center and is not as accurate as DCiE 

or PUE due to its relativity!! 
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Energy Efficiency Metrics - Proxies 

A more detailed description is given by The Green Grid Association where 

different proxies have been established to quantify the different relative 

types of performance is a datacenter. 

 

 

 

Within the International Hellenic University we focus on the investigation 

of the following proxies 

 

Data Centre infrastructure Efficient (DCiE)Ą is used to observe the 

efficiency of NCPI. We gain knowledge on UPS underutilization and effect 

of cooling equipment. 
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Energy Efficiency Metrics 

Proxy#4Ą Bits per kWh 
is used to describe efficiency of telecommunication equipments. It is 

targeted to outbound routers of the datacenter  

k_is the number of outbound routers of the datacenter 

bi_is the total number of bits coming out of the ith router during the assessment 

window. 

 
 

Use of ProxyĄ can measure the underutilization of routers or redundant 

components in the system. This Proxy can identify and remove idle servers 

without affecting outbound bit stream, provide server consolidation and identify 

methods to increase bit rates without increasing the power consumption. 
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Energy Efficiency Metrics 

Proxy#5#6Ą Weighted CPU Utilization SPECint_rate and 

SPECpower 
These proxies are a more generic approach to describe useful work at 

server level. They are related to CPU utilization of servers in the 

datacenter or a subset.  
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N_is the number of servers 

Ui_is the average CPU utilization over T of server i 

Bi_is the rate benchmark Specint_rate 2000 or Specintrate 2006. 

Si_is the SPECpower ssj_ops/sec at 100% server utilization of server i 

CCi_is the nominal clock speed of the CPU of server i 

CBi_is the clock speed of the CPU, used to establish Bi (the rate benchmark result 

of server i) T_is the assessment window 
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Monitoring Energy Efficiency 

VDevice LayerĄ the type of devices that must be monitored. This layer is responsible for measuring the 

critical parameters, important for the computation of the energy efficiency metrics 

VCommunication layerĄ the type of communication needed to deliver the measured data from the device 

layer 

VApplication LayerĄ the required software and middleware for data aggregation and manipulation to 

compute the metrics. 
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Monitoring Energy Efficiency at International 

Hellenic University 



TREND, Gent February 2012 15 

Monitoring Energy Efficiency at IHU 

ÇTotal Datacenter Energy Consumption (Large Scale Measurement) 

ÇEnergy Consumption in small scale (servers, routers, etcé) 

RF 434MHz clamp sensors that monitor energy 

consumption from 1 phase or 3 phase electricity 

installations and deliver data to a central agent pc 

through a 434MHz communication link 

2.4GHz mesh network of plug sensors that 

measure energy consumption from 

plugged devices and deliver data to a 

central agent pc 
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Monitoring Energy Efficiency at IHU 
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Monitoring Energy Efficiency at IHU 

ÇEnvironmental parameters in Datacenters (temperature, 

humidity) 

2.4GHz mesh network of environmental  

sensors that measure temperature and 

humidity and deliver data to a central agent 

pc 

ÇOther parameters from IP enabled devices 

Modern air-conditioning units and UPS systems, servers 

and routers can be monitored through an IP connection. 

This enable SNMP requests from the central agent in 

order to collect all important parameters for the 

computation of energy efficiency metrics 
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Monitoring Energy Efficiency at IHU 
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Monitoring Energy Efficiency at IHU 

How to specify an object 

 

ÇThe object are specified using a tree form based on 

the Management information base (MIB)  

 

ÇMIBs describe the structure of the management data 

of a device subsystem; they use a hierarchical 

namespace containing object identifiers (OID). Each 

OID identifies a variable that can be read or set via 

SNMP. MIBs use the notation defined by ASN.1. 
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Monitoring Energy Efficiency at IHU - PUE 

ÇPUE 

(DCiE) 
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Monitoring Energy Efficiency at IHU ï 

Mbits/kWh 

ÇProxy #4 (Mbits/kWh) 
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Monitoring Energy Efficiency at IHU ï Server 

Utilization 

ÇProxy #6 (CPU utilization) 
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The Web Portal for online Analytics 

ÇWithin the Smart International Hellenic University project a web portal will 

include datacenter energy efficiency analytics 
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